ინფორმაციის თეორია და კოდირება

ლექცია 1.

ინფორმაციის კონცეფცია. კურსისი საგანი და მიზნები.

ტერმინი "ინფორმაცია", რა თქმა, ყველაზე ხშირად გამოყენებადი  ტერმინია. იგი ფართოდ გამოიყენება ლინგვისტიკაში, ფსიქოლოგიაში, ბიოლოგიაში და სხვა მეცნიერებებში. თუმცა, სხვადასხვა მეცნიერების სფეროებში მას სხვადასხვა მნიშვნელობა აქვს. ინფორმაციული პროცესების  მრავალფეროვნებამ და მის მიმართ  ფართო ინტერესმა სხვადასხვა სფეროებში წარმოქმნა ტერმინ "ინფორმაციის" ბევრი განმარტებები, ისევე როგორც ინფორმაციის რაოდენობისა.
ინფორმაციის განსაზღვრის ყველა მიდგომა, პირობითად შეიძლება დავყოთ ხუთ სახემდე:

1) ენტროპიული;
2) ალგორითმული; (http://www.jip.ru/2010/145-158-2010.pdf) 
3) კომბინატორული; (http://vbvvbv.narod.ru/problemnegentropy/combinatory/index.htm)
4) სემანტიკური;
5) პრაგმატული.

პირველი სამი სახის განმარტება იძლება ინფორმაციის, როგორც ობიექტის ან პროცესის რაოდენობრივი განსაზღვრის საშუალებას. მეოთხე - აღწერს  გადაგზავნილი ინფორმაციის შინაარსობრიობას ინფორმაციის მიმღებისთვის. და ბოლოს მეხუთე სახის -  ყურადღებას ამახვილებს ინფორმაციის მიმღებისთვის გაგზავნილი ინფორმაციის სარგებლობაზე.  
ტერმინი "ინფორმაცია" მომდინარეობს ლათინური სიტყვა «informatio»-დან, რომელიც ნიშნავს "განმარტებას" და, ფაქტობრივად, გულისხმობს დიალოგს ინფორმაციის გამომგზავნსა და მიმღებს შორის. შესაბამისად, ინფორმაციული ურთიერთქმედება შეიძლება წარმოდგენილი იყოს ხუთკომპონენტიანი სიდიდის (ხუთგანზომილებიანი ვექტორის) სახით, რომელიც შედგება კომპონენტებისგან:

1) ფიზიკური;
2) სიგნალური;
3) ლინგვისტური;
4) სემანტიკური;
5) პრაგმატული.

შევნიშნოთ, რომ ინფორმაციას ურთიერთქმედების დაყოფა ხუთ კომპონენტად პირობითია და შეიძლება მოხდეს ამ დაყოფისას თანაკვეთა. ასე მაგალითად, გადასაგზავნი ინფორმაციის ცალკეული კომპონენტები შეაძლება მიეკუთვნოს ფიზიკურ ან სიგნალურს, სიგნალურს და ლინგვისტურ კომპონენტებს.
განიხილოთ ინფორმაცის გადაცემის პროცესი ზეპირი მეტყველების მაგალითზე. ეს პროცესი მრავალ კომპონენტიანია (ვექტორული):
 პირველი კომპონენტი - ფიზიკურია, ანუ ინფორმაციის წარმატებით გადაცემის განსახორციელებლად უნდა არსებობდეს აკუსტიკური სიგნალის წყარო (ადამიანის იოგები), გარემო აკუსტიკური რხევების გავრცელებისთვის და ვიბრაციის მიმღები (ყური).
 მეორე კომპონენტი - სიგნალუტია: ამპლიტუდურ და სიხშირულად მოდულირებული აკუსტიკური რხევები. 
მესამე კომპონენტი - სინტაქსური, აუცილებელია, რომ თანამოსაუბრეებმა იცოდნენ მინიმუმ ერთი საერთო ენა. 
მეოთხე კომპონენტი -  სემანტიკური, ანუ, გადაცემულ შეტყობინებაში წარმოდგენილი უნდა იყოს შინაარსობრივი აღწერა ობიექტის ან მოვლენისა, რომელიც უცნობია ინფორმაციის მიმღებისთვის. 
და ბოლოს, მეხუთე კომპონენტი - პრაგმატული: უნდა არსებობდეს სურვილი (მოტივაცია) შეტყობინების  გადაცემისა და მიღებისა.
ინფორმაციის რთულ, კომპლექსურ, მრავალ კომპონენტიან ბუნებაზე მიუთითებდა ა. კოლმოგოროვი: "მინდა აღვნიშნო, როგორც თვისობრივად ახალი და ასევე ის  მოულოდნელი, რომლებსაც შეიცავს. . . ინფორმაციის თეორია. "ინფორმაცია" არ არის სკალარული სიდიდე. სხვადასხვა სახის ინფორმაცია შეიძლება ძალიან მრავალფეროვანი იყოს. . . სრულიად გაუგებარი, შეიძლება თუ არა, რომ  თვისობრივად განსხვავებული ინფორმაცია. . . ჩავთვალოდ ექვივალენტურად ".
ერთ-ერთი ცენტრალური საკითხი, რომელზედაც არსებობს სხვადასხვა აზრით, არის შემდეგი: ინფორმაცია ეს ობიექტის თვისებაა თუ ურთიერთქმედების შედეგია? კოლმოგოროვის თვალსაზრისით: ინფორმაცია არსებობს, მიუხედავად იმისა,  აღიქმება თუ არა ის, მაგრამ, გამომჟღავდება მხოლოდ  ურთიერთქმედების დროს. ინფორმაცის - ეს არის მატერიალური სისტემის შინაგანი ორგანიზაციის დახასიათება, იმ მრავალი მდგომარეობის მიმართ რომელიც შეიძლება მან (სისტემამ) მიიღოს.
მოვიყვანოთ მაგალითი. ხის გადანაჭერით, გამოცდილი სპეციალისტს შეუძლია დაასკვნას ხის ასაკი, ევოლუცია იმ კლიმატური პირობებისა, რომელშიც განვითარდა ხე, და ა. შ., თუმცა, ამ ინფორმაციის მოპოვება, მას შეუძლია მხოლოდ  კონკრეტული  ხის გადანაჭერის ანალიზის შემდეგ. სხვა სიტყვებით, ინფორმაცია ობიექტურად არსებობს დამოუკიდებლად ჩვენი ცნობიერებისა, მაგრამ გამოვლინდება კონკრეტულ ობიექტთან ურთიერთქმედებისას.
ფაქტი, რომ ინფორმაცია ობიექტურად არსებობს დამოუკიდებლად ჩვენი ცნობიერებისა, ზოგიერთი მკვლევარისთვის გახდა საბაბი ძალიან უჩვეულო თვალსაზრისის პროპაგანდისა, რომ ეს ინფორმაცია არის მატერიალური სამყაროს მესამე (მატერისა და ენერგის მსგავსად) სუბსტანცია. ეს თვალსაზრისი ყველაზე უფრო მოწყვლადია, რადგან ინფორმაციისთვის ჯერჯერობით არ არის ჩამოყალიბებული ფუნდამენტური კანონები მისი ექვივალენტური სახით შენახვისა და გადასვლის მატერიაში  ან/და ენერგიში. მაგალითად, შეშის დაწვისას მის შესახებ ინფორმაცია, თუ იგი არ იყო ადრე დადგენილი და შენახული, უკვალოდ დაიკარგება. თუმცა, უნდა აღინიშნოს, რომ ინფორმაცია ყოველთვის გამოიხატება მატერიალურ-ენერგეტიკული ფორმით - სიგნალის სახით, მიუხედავად იმისა, რომ ის არც მატერია და არც ენერგია, რომლებიც ერთმანეთში გადადიან. ინფორმაცია შეიძლება გაქრეს  და წარმოჩინდეს.
ტერმინ "ინფორმაციას" ჩვენ  ვიწრო გაგებით განვიხილავთ, რაც მიღებულია  ე.წ. ინფორმაციული სისტემების აღწერისას. ეს არის სატელეკომუნიკაციო და გამოთვლითი ქსელები, მართვისა და კონტროლის ავტომატიზირებული სისტემები და ა.შ. ამ შემთხვევაში ინფორმაციის რაოდენობის ტერმინი განისაზღვრება, როგორც გამოყენებული სიმბოლოების სიხშირე. ინფორმაციის რაოდენობა ამ თვალსაზრისით არ ასახავს ინფორმაციის სემანტიკურ და პრაგმატული მნიშვნელობებს.
ინფორმაციული სისტემები - ესაა კლასი ტექნიკური სისტემების, რომლებიც გათვალისწინებულია ინფორმაცის შენახვის, გადაცემის და ტრანსფორმაციისთვის. შესაბამისად, ინფორმაცია - ეს არის შეტყობინება, რომელიც არის შენახვის, გადაცემის და გარდაქმნის საგანი, ხოლო ინფორმაციის თეორია - ესაა კიბერნეტიკის მიმართულება, რომელიც მათემატიკური მეთოდებით აღწერს ინფორმაციის გადაცემას, შენახვას, მოძიებას (დამუშავება) და კლასიფიკაციას. ავღნიშნოთ, რომ თავად ინფორმაცია, როგორც წესი, გამოიყენება რაიმე სახის მართვითი ზემოქმედებისათვის.
ამდენად, ჩვენ განვიხილავთ ინფორმაცის თეორიას კლასიკური გაგებით - ინფორმაციული სისტემების, კერძოდ, საკომუნიკაციო სისტემების ეფექტურობისა და ფუნქციონირების ამაღლების თეორიულ საკითხებს. იგი მოიცავს:
1) სიგნალების, როგორც ინფორმაცის გადაცემის საშუალების ანალიზს;
2) შეტყობინებების წყაროების და საკომუნიკაციო არხების ინფორმაციული მახასიათებლების ანალიზს;
3) კოდირების თეორის;
4) ინფორმაცის მიღებისა და დამუშავების მეთოდებს.
თითოეული ეს მიმართულება შეიძლება იყოს  (და, როგორც წესი, არის ) საგანი დამოუკიდებელი და სიღრმისეული შესწავლისა  ინფორმაციული მიმართულების სხვადასხვა სპეციალობების შესაბამის დისციპლინეში. ამ კურსში შევეცდებით აქცენტირება მოვახდინოთ იმ  ფუნდამენტური კანონებზე, რომელიც აუცილებელია რათა მოხდეს ზემოთ აღნიშნული მიმართულებების ერთ მთლიანად აღქმა. ასეთი ზოგად ფუნდამენტს წარმოადგენს კ. შენონის თეორემები კოდირების შესახებ და შეფასების ინფორმაციი თეორია, რომლის განვითარებაში ძალიან დიდი წვლილი შეიტანა ი.ზ. ციპკინმა.
ინფორმაციის თეორია განიხილება, როგორც კიბერნეტიკის არსებითი ნაწილია.
კიბერნეტიკა - ესაა მეცნიერება ინფორმაციის მიღების, შენახვის, გადაცემის და დამუშავების ზოგადი კანონების შესახებ. მისი მთავარი საგანია  - ე.წ. კიბერნეტიკული სისტემების შესწავლა, ეს სისტემები განხილება აბსტრაქტულად, მიუხედავად მათი მატერიალური ბუნებისა. მაგალითადი კიბერნეტიკული სისტემებია: ტექნიკაში ავტომატური რეგულატორები, ეგმ, ადამიანის ან ცხოველის ტვინი, ბიოლოგიური პოპულაცია, სოციუმი.
კიბერნეტიკის ხშირად ასოცირდება ხელოვნური ინტელექტის მეთოდებთან, რადგანაც იგი ანვითარდებს მართვის სისტემების და გონებრივი შრომის ავტომატიზაციის სისტემების  ზოგადი პრინციპებს. თანამედროვე კიბერნეტიკის ძირითადი ნაწილებია (რომლებიც პრაქტიკულად მთლიანად ავტონომიური და დამოუკიდებელი არიან): ინფორმაციის თეორია, ალგორითმების თეორია, ავტომატების თეორია, ოპერაციების კვლევა, ოპტიმალური მართვის თეორია და სახეთა გამოცნობის თეორია.
კიბერნეტიკის (მისი  დაბადების თარიღი 1948  წელია, წელი შესაბამისი გამოცემებისა) დამფუძნებლები არიან, აშშ მეცნიერები ნორბერტ ვინერი (Wiener, ის - პირველ რიგში) და კლოდ შენონი (Shannon, რომელიც ასევე  დამფუძნებელი  ინფორმაციის თეორიის).
ვინერმა შემოიტანა კიბერნეტიკის მთავარი კატეგორია - მართვა, და აჩვენა ამ კატეგორიი მნიშვნელოვანი განსხვავებები ენერგიისგან და მატერიისაგან. მან აღწერა რამდენიმე ტიპიური კიბერნეტიკული პრობლემა და მიიპყრო ყურადღება ეგმ-ების განსაკუთრებულ როლს, და მათ განიხილავდა როგორც ინდიკატორს ახალი სამეცნიერო და ტექნოლოგიური რევოლუციის დაწყებისა. მართვის კატეგორიის გამოყოფამ ვინერს მისცა საშუალება გამოეყენებინა ინფორმაციის ცნება, და კიბერნეტიკის საფუძვლად დაუდო ინფორმაციის გადაცემის და გადამუშავების კანონების შესწავლა. 
მართვის პრინციპის არსი იმაში მდგომარეობს, რომ დიდი რაოდენობის ენერგიებისა გადაცემა და გარდაქმნა, ან მატერიების მოქმედება და გადაადგილება ხდება და კონტროლდება მცირე ზომის ენერგიების მიერ, რომლებიც ინფორმაციის მატარებლები არიან.  მართვის ეს პრინციპი უდევს საფუძვლად ნებისმიერი მართვის სისტემების ორგანიზაციას და ექსპლუატაციას: ავტომატურ მოწყობილებებს, ცოცხალ ორგანიზმებს, და ასე შემდეგ. ისევე როგორც ენერგიის ცნების შემოღებამ, საშუალება მისცა მეცნიერებს ბუნების მოვლენები ერთიანი მიდგომით განეხილათ და უერყოთ მთელი რიგი ცრუ თეორიები, ასევე  ინფორმაციის კონცეფციის დანერგვა საშუალებას იძლევა ერთიანი თვალსაზრისით შესწავლილ იქნეს ბუნებაში მრავალფეროვანი ურთიერთქმედების პროცესები.

1.1   სიგნალის მოდელის კონცეფცია
ინფორმაცია გადაცემა  დროსა და სივრცეში გადაიცემა შეტყობინებები სახით. შეტყობინება, მიუხედავად იმისა, თუ რა შინაარსი მატარებელია, ყოველთვის აისახება სიგნალის სახით. სიგნალის აგებას გარკვეული წესებით, რომელთა საშუალებით ხდება შესაბამისობა შეტყობინებასა და სიგნალს შორის - ეწოდება კოდირება.
კოდირების ფართო გაგებით -  შეტყობინების, გზავნილისა კონვერტაციაა სიგნალში.
კოდირების ვიწრო გაგებით - საწყისი ნიშნების, ე.წ. სიმბოლოებისა წარმოდგენა სხვა ანბანის საშუალებით, რომელსაც ნაკლები ნიშნები აქვს. კოდირება ხორციელდება სიგნალების კომუნიკაციის არხებით გადაცემისათვის მისი ხელსაყრელი ფორმით წარმოდგენის საიმედოობისა და გარდაქმნისათვის. 
სიგნალები შეიძლება იყოს უწყვეტი და დისკრეტული როგორც დროს, ასევე მნიშვნელობათა სიმრავლის მიმართ, ანუ დასაშვებია სიგნალის ოთხიდან ერთი ტიპი:
1) უწყვეტი (დროის და მნიშვნელობათა სიმრავლის მიმართ);
2) უწყვეტი მნიშვნელობათა სიმრავლის მიმართ და დისკრეტული დროით;
3) დისკრეტული მნიშვნელობათა სიმრავლის მიმართ და უწყვეტი დროით;
4) დისკრეტული (მნიშვნელობათა სიმრავლის და დროის მიმართ).

ზოგჯერ კომუნიკაციის თეორიში განიხილება,  დროით და მნიშვნელობათა სიმრავლით  უწყვეტი სიგნალები, მაგრამ დისკრეტულები პარამეტრით.  სიგნალის მატარებელი ყოველთვის არის ობიექტი ან პროცესი, მაგრამ სიგნალის მათემატიკური მოდელი აბსტრაგირებულია მისი ფიზიკური ბუნებისგან და აღწერს მხოლოდ გარკვეული თვალსაზრისით მნიშვნელოვანი თვისებებს შესასწავლი პროცესისა. სიგნალის მოდელი შესაძლოა ეწინააღმდეგებოდეს რეალური ობიექტების ფიზიკურ თვისებებს. მაგ., სიგნალის მათემატიკური მოდელი, როგორც ჯამი უსასრულო რაოდენობის ჰარმონიული ფუნქციებისა, ვერ განხორციელდება პრაქტიკაში, მაგრამ ამ აბსტრაქცის საშალებით შეგვიძლია გამოავავლინოთ მნიშვნელოვანი კანონზომიერებები.
რეალურ ინფორმაციულ სისტემებში ხდება მხოლოდ იმ ინფორმაციის გაგზავნა, რომელიც არ არის ცნობილი მიმღებისთვის. აქედან გამომდინარე, ჩვენ შეგვიძლია ვივარაუდოთ, თითოეული გზავნილის მხოლოდ ალბათობა; ხოლო სიგნალის ანალიტიკური  მოდელი  შეიძლება იყოს მხოლოდ შემთხვევითი პროცესი. თუმცა, შემთხვევითი სიგნალების კვლევის  საფუძველს წარმოადგენს დეტერმინისტული სიგნალების ანალიზი. 

ინფორმაცია შეიძლება იყოს ორი სახის: დისკრეტული (ციფრული) და უწყვეტი (ანალოგური). დისკრეტული ინფორმაცია წარმოადგენს ზუსტი მნიშვნელობის ცალკეული სიდიდეების მიმდევრობას, როგორიცაა, მაგალითად, ციფრული მიმდევრობა კავშირის არხში, ციფრული მთვლელები - ელექტრონული საათი და სხვ. უწყვეტი ინფორმაცია წარმოადგენს რაიმე სიდიდის ცვლილების უწყვეტ პროცესს. უწყვეტ ინფორმაციას გვაწვდის, მაგალითად, ატმოსფერული წნევის გასაზომი ხელსაწყო (ბარომეტრი), ელექტრომაგნიტური ტალღები (კერძოდ, რადიოტალღები, სინათლის ტალღები) და სხვ.
დისკრეტული ინფორმაციის დამუშავება ბევრად უფრო მოსახერხებელია, მაგრამ კავშირის არხებში ფართოდ გამოიყენება რადიო და სინათლის ელექტრომაგნიტური ტალღები. ამიტომ საჭიროა როგორც ანალოგურის ციფრულში, ასევე, ციფრული ინფორმაციის ანალოგურში გადაყვანა, ინფორმაციის გადაცემა უწყვეტი მაღალი სიხშირის ელექტრომაგნიტური ტალღების მეშვეობით. ანალოგური სიგნალის ციფრულში გადაყვანას დისკრედიტაცია ეწოდება. მოდემი (სიტყვა მომდინარეობს  სიტყვა მოდულაციის და დემოდულაციისგან) არის მოწყობილობა, სიგნალის გადაყვანისთვის : გადაჰყავს ციფრული სიგნალი ანალოგურში, მაგალითად კომპიუტერიდან ხმაში ან ელექტრომაგნიტურ ტალღებში და პირიქით.

უწყვეტი ინფორმაციის დისკრეტულად გადაყვანისთვის მნიშვნელოვანია ე.წ.  დისკრეტიზაციის სიხშირე ν, რომელიც განსაზღვრავს პერიოდს (T = 1 / ν) -  უწყვეტი ცვლადის აღრიცხვებს შორის (იხ. ნახ. 1).

საწყისი სიგნალი
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დისკრეტიზირებული სიგნალი

ნახატი 1.

რაც უფრო მაღალია (დიდია) დისკრეტიზაციის სიხშირე, მით უფრო ზუსტი ხდება უწყვეტი  ინფორმაციის გარდაქმნა დისკრეტულში. მაგრამ სიხშირის გაზრდით ასევე იზრდება გარდაქმნის შედეგად მიღებული დისკრეტული მონაცემების ზომა, და აქედან გამომდინარე  წარმოიქმნება სირთულეები მათი ტრანსპორტირების, გადაცემისა და შენახვისას. თუმცა, დისკრეტიზაციის სიზუსტის გასაზრდელად არაა აუცილებელი დისკრეტიზაციის სიხშირის უსასრულოდ გაზრდა. ამ სიხშირის გაზრდა საკმარისია რომელიღაც გონივრულ ზღვრულ სიდიდემდე. ეს ზღვარი განისაზღვრება შერჩევის თეორემით, რომელსაც ასევე კოტელნიკოვის - უიტაკერის-შენონის თეორემას ან ნაიკვისტის კანონს (Nyquist).უწოდებენ  

ნებისმიერი  უწყვეტი  სიდიდე აღიწერება ტალღური პროცესების ზედდებით, რომლებსაც ჰარმონიკები ეწოდება, რომლებიც აღიწერება  Asin(ωt + φ),  სადაც A - არის ამპლიტუდა,  ω - სიხშირე, t - დრო და φ - ფაზა. 

შერჩევის თეორემა, ამტკიცებს, რომ ზუსტი დისკრედიზაციისთვის მისი სიხშირე უნდა იყოს მინიმუმ ორჯერ უფრო დიდი, ვიდრე იმ ჰარმონიკის სიხშირე, ვისაც მაქსიმალური მნიშვნელობა აქვს.
ამ თეორემის  გამოყენების მაგალითია ლაზერული კომპაქტ-დისკი, რომელზედაც აუდიო ინფორმაცია ინახება ციფრული ფორმით.  რაც უფრო მაღალი იქნება დისკრედიზაციის სიხშირე, მით უფრო ზუსტად იქნება აღქმული ხმები, მაგრამ ამავე დროს მით უფრო ნაწარმოები იქნება ჩაწერილი დისკზე.  მაგრამ ადამიანის ყურს შეუძლია გაარჩიოს ხმები  რომლის სიხშირეები 20 kHz-ზე ნაკლებია. ამიტომ აზრი არ აქვს ზუსტად ჩავწეროთ ხმები რომელთა სიხშირე უფრო მეტია ვიდრე 20 kHz.  შერჩევის თეორემის შესაბამისად დისკრედიზაციის სიხშირე უნდა ავირჩიოთ არანაკლებ 40 kHz-სა  (ინდუსტრიული სტანდარტით CD-სთვის გამოიყენება 44.1 kH
z).

დერეტმინირებული სიგნალის სპექტრალური წარმოდგენა 
	
განვიხილოთ სიგნალი u(t) რომელიც შეიძლება წარმოვიდგინოთ, როგორც ჯამი რომელიღაც ბაზისური ფუნქციების: 


                                                                            (1)







სადაც  ბაზისური ფუნქციებია,  - უგანზომილებო კოეფიციენტებია.  სრულად განისაზღვრება  კოეფიციენტებით რომელიც  ბაზისურ ფუნქციების შეესაბამება. მონაკვეთის გარეთ სიგნალი პირობითად განსაზღვრულია, მაგარამ ზოგიერთი ამოცანისთვის ასეთი დაშვება მიუღებელია. შემოვიტანოთ სიდიდე - სპექტრალური ფუნქცია, იგივე სპექტრალური სიმკვრივე:


                                                                      (2)

სასრული ხანგძლივობის სიგნალის წარმოდგენა შესაძლებელია შემდეგი ინტეგრალით:

 
                                                                     (3)

სადაც  პარამეტრზე დამოკიდებული ბაზისური ფუნქციებია.


მეთოდების ერთობლიობა, რომლბშიც გამოიყენება სიგნალის წარმოდგენა  (1) და / ან (2) სახით ეწოდება სიგნალების განზოგადებული სპექტრალური თეორია. 
ამასთან განიხილება კონკრეტული შემთხვევიბი, რომლებიც განსხვავდებიან გამოყენებული ბაზისური ფუნქციების სახით. ძირითადი მოთხოვნა, როგომელიც ეკისრება ბაზისურ ფუნქციებს ესაა  -  კოეფიციენტების მარტივი გამოთვლა. ამ მოთხოვნას აკმაყოფილებენ მონაკვეთზე განსაზღვრული ორთოგონალური ბაზისური ფუნქციები, რომლებიც აკმაყოფილებენ პირობებს: 


                                                                        (3)



თუ კი  ბაზისურ ფუნქციებს გავამრავლებთ -ზე, მაშინ როცა  მოვიღებთ

                                                                              (4)


ასეთ ბაზისურ სისტემას ორთონორმირებული სისტემა ეწოდება. მაშინ ორთონორმირებული სისტემისათვის, თუ კი (1)-ს გავამრავლებთ  -ზე და ავიღებთ ინტეგრალს -ზე,  გვაქვს


                           (5)

(3)-ის ძალით, (5)-ის მარჯვენა მხარეში ყველა ინტეგრალი, როცა  ნულის ტოლია, ამიტომაც (4)-ის გათვალიწინებით გვაქვს - 

                                                                    (6)


(6) -დან გვაქვს, კოეფიციენტები ,  შეიძლება ერთმანეთის დამოუკიდებლად გამოითვალოს, ხოლო მათი გამოთვლის სირთულე დამოკიდებულია საბაზისო ფუნქციების და მოცემული სიგნალის სახეზე.  ორთონორმირებულ სისტემებად, როგორც წესი იყენებენ: ტრიგონომეტრიული ფუნქციების სისტემას, ჰაარის ფუნქციათა სისტემას, ლეჟანდრის პოლინომებს, ლაგერის პოლინომებს, ჩებიშევის პოლინომებს, ერმიტის პოლინომებს და სხვა.

დეტერმინირებული სიგნალის დროითი ფორმა

ნებისმიერი ეწყვეტი ფუნქცია - სიგნალი  შეიძლება წარმოვიდგინოთ, როგორც ერთობლიობა ერთმანეთთან მიერთებული დროის უსასრულო მცირე მომენტის მქონე იმპულსებისდან, რომელთა ამპლიტუდები ამ ფუნქციის მნიშვნელობის ტოლია დროის მიმდინარე მომენტში:


                                                                   (7)

სადაც   - დელტა-ფუნქციაა

                            

  
სიგნალის ასეთი (7) წარმოდგენა არის კერძო სახე (3) განზოგადოებული სპექტრალური წარმოდგენისა, როცა საბაზისო ფუნქციებად აღებულია .
დელტა -ფუნქციის საშუალებით შეიძლება ავაგოთ ე.წ. მესერული ფუნქცია: 


                                                                               (8)




ფუნქცია  ტოლია   მნიშვნელობების,  წერტილებში   , სადაც  - იმპულსემის მიდევრობების  პერიოდია და ნულისა დანარჩენ წერტილებში. (8)-ში, ისევე, როგორც (1)-ში ჯამის ზღვარი სასრულია, ფიზიკური რეალიზირებიდან გამომდინარე.

პერიოდული სიგნალის სიხშირული წარმოსგენა
  



დეტერმინირებული სიგნალი (უწყვეტი) წარმოვადგინოთ შემდეგი საბაზისი ფუნქციების ს აშუალებით:   როცა   . ასეთ წარმოდგენას ეწოდება ფურიეს გარდაქმნა.  ეილერის ფორმულით   ფურიეს გადრაქმნა შეიძლება წარმოვადგინოთ რთული სიგნალის სახით, როგორც ჰარმონიკების ჯამი.




დავუშვათ, რომ  ფუნქცია, რომელიც აღწერს სიგნალის დეტერმინირებულ რეალიზაციას  მონაკვეთზე, აკმაყოფილებს დირიხლეს პირობას - უწყვეტია ან გააჩნია სასრული რაოდენობა პირველი გვარის წყვეტის წერტილები და ექსტრემუმების სასრული რაოდენობა. ამასთან იგი მეორდება პერიოდით , როცა . მაშინ ზემოდ თქმულის გათვალისწინებით - 

                                                                           (9)
სადაც

                                                                        (10)

ხოლო პერიოდი .



ამ სპექტრალურ წარმოდგენაში (10) კოეფიციენტს ეწოდება   სიგნალის კონპლექსური სპექტრი, ხოლო მისი მნიშვნელობა ყოველი კონკრეტული  -სთვის - კომპლექსური ამპლიტუდა. კომპლექსური სპექტრი დისკრეტუალია, მაგრამ შეცვლით  შეიძლება მისი გარშემო ავაგოთ

                                                                  (11)
როგორც ყოველი კომპლექსური სიდიდე, კომპლექსური სპექტრი შეიძლება წარმოვადგინოთ:
ა) მაჩვენებლიანი ფორმით:

                                                                         (12)


სადაც  ამპლიტუდის სპექტრია, ხოლო  -ფაზის სპექტრია;
ბ) ალგებრული ფორმით:

                                                                           (13)
სადაც


                                       





(13) წარმოდგენა მიიღება (10) დან ეილერის ფორმულის გამოყენებით ჩასმისას: . ცხადია, რომ  , ხოლო .  ცხადია ასევე, რომ იმ (13) ტოლობიდან, ნამდვილ ნაწილს  როცა რომელიც   , ვღებულობთ ტოლობას რომელიც სიგნალის მუდმივ მდგენელს განსაზღვრავს:

                                                                                      (14)
თუ გავაერთიანებთ (9)-ში კომპლექსურ-შეუღლებულ მდგენელებს, შეიძლება მივიღოთ ფურიეს რიგი ტრიგონომეტრიულ ფორმაში:

                          

                           =                                   (15)

                                   =



სპექტრები  ამპლიტუდების -   და ფაზების -  შეიძლება წარმოდგენილი იყოს სპექტრალური დიაგრამებით წრფეების ერთობლიობის სახით, სადაც ყოველი მათთაგანი შეესაბამება გარკვეულ სიხშირეს ( ერთ-ერთ შესაკრების შესატყვისს) . ამიტომ ამ სპექტრს წრფივი (ხაზოვანი) ეწოდება. იმ სიგნალებს რომელთა ხაზოვანი სპექტრი შეიცავს არაჯერადი სიხშირეების ჰარმონიკებს, ეწოდება თითქმის პერიოდული.

ენერგიის განაწილება პერიოდული სიგნალის სპექტრში



(15)-ის შესაბამისად, პერიოდული სიგნალის მიერ ენერგიის გამოყოფა პერიოდის ტოლ დროში - , შეიძლება წარმოვადგინოდ:

                 

               =

                     +
შეიძლება ვაჩვენოთ, რომ


                                               ხოლო  
ამ უკანასკნელის გათვალისწინებით, საბოლოოდ ვღებულობთ:


                                                   (16)

არაპერიოდული სიგნალის სიხშირული წარმოდგენა




დავუშვათ, რომ  ფუნქცია, რომელიც აღწერს არაპერიოდულ სიგნალის  აკმაყოფილებს დირიხლეს პირობას - და აბსოლუტურად ინტეგრებადია :  . მაშინარაპერიოდული სიგნალის სპექტრალური წარმოდგენა შეიძლება ავაგოთ პერიოდული სიგნალის პერიოდის უსასრულოდ გაზრდით. ამისთვის მოვიქცეთ შემდეგნაირად:

ჩავსვათ (10) - კოპლექსური ამპლიტუდის გამოსახულება (9) -ში იმის გათვალისწინებით, რომ მაშინ გვაქვს:

                                               


მოვახდინოთ გადასვლა ზღვარზე . ამ დროს ჯამი ინტეგრალში გადადის, ასთან . შედეგად მივიღებთ:

                                               


ამ ბოლო ტოლობის კვადრატულ ფრჩხილებში მოთავსებული გამოსახულება არის სპექტრალური სიხშირე , და ჩავწეროთ ფურიეს გარდაქმნის წყვილი:

                                                                  (17)

                                                                          (18)

კომპლექსურ ფუნქციას  უწოდებენ კომპლექსურ სპექტრალურ სიმკვრივეს ან სპექტრალური მახასიათებელი. ისევე, როგორც პერიოდული სიგნალისთვის, არსებობს, შემდეგი სახის წარმოდგენები სპექტრალური მახასიათებლისა:

ა) მახასიათებელი ფორმით:


,                                                                                      (19)


სადაც  - სპექტრალური სიმკვრივეა, ხოლო  - ფაზების სპექტრია.

ბ) ალგებრული ფორმა ( მივიღებთ (18)-ში ეილერის ფორმულების გამოყენებით)

                                                                             (20)
სადაც 


                                                              (21)
ამასთან



                                           (22)

ჩავსვათ  (19)-დან (17)-ში, მივიღებთ - 


= 

= 

მეორე ინტეგრალი კენტი ფუნქციისა არის ნულის ტოლი, ხოლო პირველი მისი ინტეგრალქვეშა ფუნქციის ლუწობიდან გამომდინარე შეიძლება ჩაწერილ იყოს მხოლოდ დადებითი სიხშირეებისთვის. ამდენად ვღებულობთ ფურიეს მწკრივის ტრიგონომეტრიულ ფორმას:

                                                                   (23)
 ამ სახით გვაქვს საშუალება მკაფიო ფიზიკური ინტერპრეტაცია მოვახდინოთ.



შევეხოთ ერთ საინტერესო თვისებას,  ფუნქციას  განსაზღვრულს   ინტერვალზე (18) ძალით შეიძლება ჩავწეროთ სპექტრალური სიმკვრივე:  
        

                                                                               (24)

  შევადაროთ ერთმანეთს (11) და (24)-ის მარჯვენა მხარეები, ადვილად მისახვედრია, რომ ადგილი აქვს ტოლობას - შევადაროთ ერთმანეთს (11) და (24)-ის მარჯვენა მხარეები, ადვილად მისახვედრია, რომ ადგილი აქვს ტოლობას -   

ე.ი.  ერთეულებრივი იმპულსით შეიძლება ავაგოთ ხაზობრივი სპექტრის პერიოდული მიმდევრობა. 

უწყვეტი სიგნალის გარდაქმნა დისკრეტულში

დისკრეტიზაციის ამოცანის ფორმულირება


სიგნალის დისკრედიზაცია - ესაა უწყვეტი არგუმენტის ფუნქციის გარდაქმნა იმ ფუნქციად, რომელსაც გააჩნია დისკრეტული დრო. ეს ნიშნავს იმას, რომ გარდავქმნათ  უწყვეტი სიგნალი  კოორდინატთა ერთობლიობაში:


                                                                        (25)

სადაც    რომელიღაც ოპერატორია.

სიმარტივის თვალსაზრისით, მიზანშეწონილი გამოყენებულ იქნენ წრფივი ოპერატორები. კერძოდ, კოორდინატების განსასაზღვრად მოსახერხებელია გამოვიყენოთ: 


                                                           (26)

სადაც  - ბაზისური (შეიძლება ორთოგონალურიც) ფუნქციებია.  როდესაც შემდეგ ხგება ციფრული სიგნალის გამოყენება მართვისთვის, როგორც წესი, ხორციელდება მისი აღდგენა რომელითაც მოცემული ოპერატორით:

                                                                               (27)
თუ დისკრეტიზაცია ხორციელდება (25) ოპერატორის სახით, იმისათვის რათა აღდგეს
უწყვეტი სიგნალი (1)-ის შესაბამისად, შეიძლება გამოყენებულ იქნას ოპერატორი: 

                                                                                (28)


დისკრეტიზაციაც (26)-ით, იმის გამო, რომ, გამოყენებულია ინტეგრების ოპერაცია, გააჩნია მაღალი ხმაურის მიმართ მდგადობა. მაგრამ ამ დროს ხდება ыიგნალის შეყოვნება T - ინტეგრირების დროით. ამიტომ ხშირად დისკრეტიზაცია დაიყვანება სიგნალის შეცვლამდე მის მყისიერ მნიშვნელობებამდე   , რომლებიც აღიწერება (7)-ით. ეს მიიღწევა (26)-ში დელტა-ფუნქციის ჩასმით:     შედეგად მივიღებთ მესერულ ფუნქციას (8), ხოლო სიგნალის კოორდინატები განისაზღვრება შემდეგნაირად:    

                                                                                                              (29)


თუ კი დისკრეტზაციის ბიჯი მუდმივია  , მაშინ დისკრეტიზაციას თანაბარი ეწოდება
                                                 
უწყვეტი სიგნალის აღდგენისას ნაკრებით, რეალიზაციის სიმარტივისთვის, ხშირად გამოიყენება არაორთონორმირებული საბაზისო ფუნქციები, კერძოდ გამოიყენება მაჩვენებლიანი ალგებრული პოლინომი, შემდეგი სახის: 
                                                                       


                     ან                    

სადაც  ნამდვილი კოეფიციენტებია
 
 უწყვეტი სიგნალის წარმოდგენა თანაბრად დაშორებული ანათვალების ერთობლიობით  - დისკრეტიზაციის ყველაზე გავრცელებული ტიპია. როგორც წესი, ეს ხორციელდება, რათა შემდეგ სიგნალი გარდაქმნას ციფრულ ფორმაში.  დისკრეტული სიგნალის ციფრული კოდირებისას ხდება მისი კვანტირება - დროის შესაბამის მომენტში სიგნალის მყისიერი მნიშვნელობის შეცვლა უახლოესი დასაშვები მნიშვნელობებით. ამ დროს სიგნალი არის დისკრეტული, როგორც დროის ასევე მნიშვნელობების მიხედვით. 
მნიშვნელოვანია ის, რომ სიგნალის ციფრული ფორმატით წარმოდგენის უპირატესობა არის კვანტირების დიდი რაოდენობის შესაძლებლობა, წარმოვადგინოთ მინიმალური დასაშვები რაოდენობით. გარდა ამის სიგნალის ციფრული წარმოდგენისას, შესაძლებელია მათი ალგორითმული დამუშავება ეგმ-ზე, მათ შორის იმ კოდების შექმნა, რომლებიც აღმოაჩენენ და შეასწორებენ შეცდომებს. 

უწყვეტი სიგნალის აღდგენის ხარისხის კრიტერიუმი.

 უწყვეტი სიგნალის აღდგენის ხარისხის შესაფასებლად გამოიყენება შემდეგი კრიტერიუმები.
თანაბარი მიახლოება (უდიდესი ცდომილების კრიტერიუმი):


                                                                                                               (30)                       

 რეალიზაციის ანსამბლისათვის თანაბარი მიახლოება:

                                                                                                           (31)
საშუალოკვადრატული გადახრა:


                                                                                              (32)


საშუალოკვადრატული გადახრა რეალიზაციის N ანსამბლისთვის -  გამოითვლება ანსამბლით გაშუალედებით რეალიზაციის ალბათობის გათვალისწინებით 


                                                                           (33)        
     ინტეგრალური კრიტერიუმი :   

      

                                                                                   (34)  
N რეალიზაციის ინტეგრალური კრიტერიუმის სიდიდე გამოითვლება ანსამბლის მიმართ გასაშუალებით:


                                                                                                                       (35)                          


გამოიყენება ასევე ალბათური კრიტერიუმი, რომელიც განისაზღვრება როგორც იმ ალბათობის  დასაშვები მნიშვნელობა, რომ ცდომილობა არ იქნება დასაშვებზე მეტი: 

                                                           (36)  

	ერთ-ერთი ამ (30)-(36) პრიტერიუმის გამოყენება ყოველ კონკრეტულ შემთხვევაში დაკავშირებულია იმ მოთხოვნებთან, რომელიც სისტემამ უნდა დააკმაყოფილოს და ასევე იმ აპრიორულ ინფორმაციაზე, რომელიც არსებობს.

 კოტელნიკოვის თეორემა

როგორც ზემოთ აღვნიშნეთ, ყველაზე ხშირად გამოყენებული თანაბარი დისკრეტიზაცია. ამასთან, დისკრეტიზაციის ბიჯის შერჩევისთვის გამოიყენება  სიგნალის მოდელი ერგოდიული შემთხვევითი პროცესის სახით, რომლის ყოველი რეალიზაცია არის ფუნქცია შეზღუდული სპექტრით. ამ მიდგომის თეორიულ საფუძველს წარმოადგენს კოტელნიკოვის თეორემა:



ყოველი  ფუნქცია, რომლის ფურიეს გარდაქმნა დასაშვებია და აქვს უწყვეტი სპექტრი, შემოსაზღვრული სიხშირის ზოლით 0-დან    , სრულად განისაზღვრება  დროის ინტერვალებში თავისი მყისიერი მნიშვნელობების დისკრეტული მწკრივით. 

დამტკიცება.         




რადგანაც განსაზღვრების თანახმად,  ფუნქციას გააჩნია შემოსაზღვრული სპექტრი, ე.ი.  როცა   (17)-ის ძალით შეგვიძლია ჩავწეროთ ტოლობა:  

                                                                    (37)








ფუნქცია  სასრულ მონაკვეთზე  შეიძლება დავშალოთ ფურიეს მწკრივად. ფურიეს გარდაქმნის წყვილს ჩავწერთ იმის გათვალისწინებით, რომ  პირობითად განგრძობადია     პერიოდით და ფორმალურად შეიძლება შევცვალოთ (9) და (10)-ში   -ით, ხოლო      -ით: 


                                                                  (38)



                                                           (39)

(39) შევადაროთ (37)-ს, ამისთვის წინასწარ გადავწეროთ ტოლობა (13) დროის დისკრეტული მომენტებისთვის :


                                                          (40)
რთული არაა შევნიშნოთ, რომ


                                                                        (41)
ჩავსვათ (41) (38)-ში და შეიძლება ჩავწეროთ:

                                               (42)

ბოლო ტოლობაში მინუსი ნიშანი -ს წინ შეიძლება მის საწინააღმდეგო ნიშნად შევცვალოთ, რადგანაც აჯამვა ხდება როგორც დადებითი ასევე უარყოფითი რიცხვებისა:

                                                (43)
ეხლა (43) ჩავსვათ (37)-ში



=
თუ კი მოვახდენთ ბოლო ტოლობის მარჯვენა მხარის ინტეგრებას, მივიღებთ:


                                   (44)







ამდენად, ჩვენ გამოვსახეთ  ფუნქცია მისი დისკრეტული მნიშვნელობებით, რომლებიც აღებულია დროის მომენტში . ჩავთვალოთ , სადაც რომელიღაც მთელი რიცხვია. რადგანაც  ნებისმიერი მთელი  და რიცხვებისთვის



ამიტომ, 

                


ეს კი ნიშნავს, რომ   ფუნქციის მნიშვნელობები   დროის მომენტში წარმოადგენენ მის ანარიცხებს, აღებულს დროის ამ მომენტებში, სადაც

                                                                                   (45)

ამის საფუძველზე, შეიძლება შემდეგი სქემით  წარმოვადგინოთ გადაცემა - მიღების სქემა. გადამცემის მხარეს სიგნალის მნიშვნელობები გადაიცემა ინტერვალით განსაზღვრულს (45) -ით. მიმღებ მხარეს, იმპულსები თანმიმდევრობით გადიან იდეალურ დაბალი სიხშირის ფილტრს, რომელიც წაჭრის სიხშირე აქვს . მაშინ დიდი ხნის გადაცემებისას, თეორიულად, მიმღებზე სიგნალი საკმაოდ ზუსტად აღადგენს უწყვეტ სიგნალს. 


სინამდვილეში, რეალური სიგნალს ყოველთვის აქვს სასრული ხანგრძლივობა, შესაბამისად, მისი სპექტრი შეუზღუდავია. შეცდომა წარმოიქმნება არა მარტო იმის გამო, რომ ხდება სპექტრის იძულებითი შეზღუდვა,  არამედ იმის გამოც, აღებულია სასრული რაოდენობა ანარიცხები  დროის T ინტერვალში, მათი რაოდენობა კი კოტელნიკოვის თეორემის ძალით უდრის -ს.

შეზღუდული სპექტრის სიგნალის მოდელა აქვს ფუნდამენტური თეორიული უხერხულობა. მას არ შეუძლია სიგნალის ძირითადი თვისებების ასახვა -ინფორმაციის გადატანის უნარი. საქმე იმაშია, რომ შეზღუდული სპექტრის სიგნალი შეიძლება ზუსტად წარმოვიდგინოთ დროიას მთელ ღერძზე, თუ კი იგი ზუსტადაა ცნობილი რაგინდ მცირე დროის მონაკვეთზე.


ამის მიუხედავად, კოტელნიკოვი-ნაიქვესტის თეორემას გააჩნია მნიშვნელოვანი პრაქტიკული დანიშნულება. პრაქტიკაში,  სპექტრის სიგანე განისაზღვრება, როგორც სიხშირის ინტერვალი, რომლის გარეთ სპექტრალური სიმკვრივე რომელიღაც წინასწარ მოცემულ რიცხვზე ნაკლებია. ამ მოსაზრებით, ფუნქცია ინტერვალზე T , გარკვეული სიზუსტით ( რომელიც დამოკიდებულია სპექტრალური სიმკვრივის ზუსტ წარმოდგენაზე) განისაზღვრება   ანარიცხით -შერჩევით, ანუ კოტელნიკოვი-ნაიქვესტის თეორემის საღი აზრი შენარჩუნებულია.   



როდესაც ხდება ციფრული ინფორმაციის კონვერტაცია უწყვეტში, ამ დროს განმსაზღვრელია  ამ გარდაქმნის სიჩქარე: რაც უფრო დიდია ის, მით უფრო მაღალი სიხშირის ჰარმონიკებით მიიღება უწყვეტი სიდიდე. მაგრამ რაც უფრო მაღალი სიხშირე გვხდება ამ  სიდიდეებში მით უფრო რთულია მუშაობა მასთან. მაგალითად, ჩვეულებრივი სატელეფონო ხაზები განკუთვნილია 3 kHz სიხშირის ხმის გადაცემისთვის. მოწყობილობა რომელიც გარდაქმნის უწყვეტ ინფორმაციას ციფრულში ეწოდება ანალოგურ-ციფრული გარდამქმნელი აცგ ან  ADC (Analog to Digital Convertor, A/D), ხოლო მოწყობილობა რომელიც გარდაქმნის ციფრულ ინფორმაციას უწყვეტში ეწოდება ცაგ - ციფრულ-ანალოგური გარდამქმნელი ან DAC (Digital to Analog Convertor, D/A).


ორობითი რიცხვის ერთი თანრიგი ეს არის 1 ბიტის ტოლი ინფორმაცია, რვა ასეთი თანრიგი გვაძლევს ერთი ბაიტის ტოლ ინფორმაცია. პრაქტიკაში ხშირად გამოიყენება უფრო დიდი ზომის ინფორმაცია - K - კილო, M - მეგა, G -გიგა, T - ტერა,  P -პეტა. ბაიტისა და ბიტის მიმართ მათი გამოყენება ხდება შემდეგი თანაფარდობით: კილო  -210 =1024  ≈ 103 , მეგა - 220 ≈ 106 , გიგა - 230 ≈ 109 , ტერა - 240 ≈ 1012, პეტა -  250 ≈ 1015
მაგალითად  ერთეული B(b) - ეს ერთი ბაიტია,  1 KB = 8 Кbit ; 1024 B = 8192 bit, 1 МB = 1024 КB; 1 048 576 B = 8192 Кbit.
ინფორმაციის გადაცემის სისწრაფე იზომება ერთ წამში გადაგზავნილი ინფორმაციის რაოდენობით ან ბოდებით (baud): 1 ბოდ - 1 ბიტი/წმ (bps). უფრო მსხვილი ერთეულები ანალოგიური ინფორმაციის მოცულობის აღსარიცხავად - მაგალითად 1 Kbaud=1024 baud 
6
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