ინფორმაციის თეორია და კოდირება, ლექცია № 2

ინფორმაციის თეორიის ძირითადი ცნებები

ინფორმაცია - უხილავი არსი, რომლის საშუალებით ნებისმიერი სიზუსტით აღიწერება რეალური (მატერიალური), ვირტუალური (შესაძლებელია) და კონცეპტუალური არსები. ინფორმაცია - გაურკვევლობის საწინააღმდეგოა.

საკომუნიკაციო არხი, - ეს არის ინფორმაციის გადაცემის გარემო, რომელიც ხასიათდება პირველ რიგში მონაცემთა გადაცემის მაქსიმალურად შესაძლებები სიჩქარით (საკომუნიკაციო არხის მოცულობა).
ხმაური - ეს არის შეფერხებები საკომუნიკაციო არხში,  ინფორმაციის გადაცემისთვის.
კოდირება -  ციფრული ინფორმაციის კონვერტაცია შემდეგ გზებით: დაშიფვრა, შეკუმშვა,  დაცვა ხმაურისგან.

მონაცემების გადაცემის ზოგადი სქემა 

[image: ]
ხმაურის გარეშე საკომუნიკაციო არხის ტევადობა  შეიძლება მიახლოებით გამოვთვალოთ თუ კი ვიცით ამ არხში დასაშვები ტალღური პროცესების მაქსიმალური სიხშირე. შეიძლება ვივარაუდოთ, რომ მონაცემების გადაცემის სიჩქარე არ შეიძლება იყოს ნაკლები ამ სიხშირის. მაგალითად, თუ მაქსიმალური სიხშირე 1000 Hz, მას შეუძლია უზრუნველყოს მონაცემების გადაცემის სიჩქარე არანაკლებ 1 Kbps (კილობოდი).
საკომუნიკაციო არხების მაგალითები და მათთან დაკავშირებული ზღვრული სიხშირეები: ტელეგრაფი - 140 Hz, ტელეფონი -  3.1 kHz-მდე, მოკლე ტალღები (10-100 მ) - 3-30 MHz, ულტარა მოკლე ტალღები VHF (1-10 მ) - 30-300 MHz, სატელიტური (სანტიმეტრი ტალღების) -  30 GHz-მდე, ოპტიკური (ინფრაწითელი) - 0.15-400 THz, ოპტიკური (ხილული სინათლის) - 400-700 THz, ოპტიკური (ულტრაიისფერი UV დიაპაზონი) - 0.7-1.75 PHz.

ტიპიური თანამედროვე არხები: სატელეგრაფო და სატელეფონო. ბოლო პერიოდში დანერგილი და პერსპექტიული: ოპტიკურ-ბოჭკოვანი (terabody) და ციფრული სატელეფონო (ISDN  Integrated Services Digital Networks - ინტეგრირებული მომსახურებების ციფრული ქსელი) - 57-128 Kbps.
რეალურ ბოჭკოვან სისტემებში სიჩქარე გაცილებით დაბალია, თეორიულად გამოთვლილისა (იშვიათად აღემატება 1-10 GBps).
ყველაზე ფართოდ გამოიყენება სატელეფონო ხაზები. აქ მიაღწევა სიჩქარე 50 Kbps -ზე მეტი.
Начало формы
 


ინფორმაცის გაზომვის ხერხები

ინფორმაცის რაოდენობის ცნება, ბუნებრივად წარმოიშვება, მაგალითად, შემდეგ ტიპიურ შემთხვევებში:
1. რეალური ცვლადების ტოლობა  a=b, შეიცავს ინფორმაციას იმის შესახებ, რომ a ტოლია b-ს. a2=b2 ტოლობაზე შეიძლება ითქვას, რომ ის უფრო ნაკლები ინფორმაციის მატარებელია ვიდრე პირველ შემთხვევაში, რადგანაც პირველიდან გამომდინარეობს მეორე და არა პირიქით. ტოლობა a3=b3 შეიცავს იგივე ინფორმაციას, რაც პირველი. 

2. დავუშვათ, ხდება რაღაც გაზომვები რაიმე ცდომილობით, მაშინ რაც უფრო მეტი გაზომვები მოხდება, მით უფრო მეტი ინფორმაცია ამ გასაზომი არსისა. 
3. მათ. ლოდინი რომელღაც შემთხვევითი სიდიდისა შეიცავს ინფორმაციას თავად ამ შემთხვევითი სიდიდიზე. იმ შემთხვევითი სიდიდისთვის, რომელსაც ნორმალური განაწილება გააჩნია ცნობილი დისპერსიით, მატ. ლოდინს აქვს ამ შემთხვევითი სიდიდის სრული ინფორმაცია.;
4. განვიხილოთ გადაცემის სქემა ინფორმაციის გადაცემის სქემა. ვთქვათ გადამცემი აღიწერება X შემთხვევითი სიდიდით , მაშინ, საკომუნიკაციო არხის ხმაურის გამო მიმღებზე მოვა შემთხვევითი სიდიდე  Y = X + Z, სადაც Z - არის ხმაურის აღმწერი შემთხვევითი სიდიდე. ამ სქემის მიხედვით, შეიძლება ვისაუბროთ ინფორმაციის იმ რაოდენობაზე, რომელიც შეიცავს შემთხვევითი სიდიდე Y,  X-ის მიმართ. რაც უფრო ნაკლებია ხმაურის დონე (დაბალია Z -ის დისპერსია), მით უფრო მეტი ინფორმაცია შეიძლება მიიღონ Y-ზე. ხმაურის არარსებობისას  Y  შეიცავს მთელ ინფორმაცია X -ზე.
1865 წელს, გერმანელმა ფიზიკოსმა რუდოლფ კლაუზიუსმა (Rudolf Clausius) სტატისტიკურ ფიზიკაში შემოიტანა ენტროპიის კონცეფცია ან სისტემის გაწონასწორების ზომა.
1921 წელს, მათემატიკური სტატისტიკის დიდი ნაწილის დამფუძნებელმა  რონალდ ფიშერმა (Ronald Fisher)  პირველმა შემოიტანა ტერმინი ”ინფორმაცია” მათემატიკაში, მაგრამ მის მიერ შემოთავაზებული ფორმულები განსაკუთრებული ხასიათის არიან.
1948 წელს, კლოდ შენონმა (Shannon) კომუნიკაციის თეორიაში მუშაობაობისას შექმნა ფორმულები, რომლითაც გამოითვლება  ინფორმაციის რაოდენობა და ენტროპია.
Shannon-მა ენტროპიის ტერმინი გამოიყენება კომპიუტერული ეპოქის პატრიარქის  ფონ ნეიმანის (Neumann) რჩევით, რომელმაც აღვნიშნა, რომ Shannon-ის მიერ  კომუნიკაციის თეორიაში მიღებული ფორმულები დაემთხვა შესაბამისი ფორმულებს სტატისტიკურ ფიზიკაში, ამასთან ისიცაა გასათვალისწინებელი, რომ "არავინ იცის," რა არის ენტროპია.

ენტროპია, როგორც გაურკვევლობის ხარისხის ზომა

მთავარი ფუნქცია შემთხვევითი მოვლენებისა, ეს არის ამ მოვლენების დადგომის სრული დაურწმუნებლობა, რომელიც წარმოქმნის განსაზღვრული ტიპის გარკვეულობას ამ მოვლენასთან დაკავშირებით. თუმცა, ცხადია, რომ ხარისხის ამ გაურკვევლობებისა სხვადასხვა შემთხვევაში იქნება სრულიად განსხვავებული. თუ ჩვენი ცდა მდგომარეობს იმაში, რათა დადგინდეს ის თუ, რა ფერისაა პირველი შემხვედრი ყვავი, ჩვენ შეგიძლიათ თითქმის მთელი დარწმუნებით უნდა ველოდოთ, რომ ეს ფერი შავია - მიუხედავად იმისა, რომ ზოოლოგები ამტკიცებენ, რომ არსებობს ზოგჯერ თეთრი ყვავებიც, ძნელად ვინმეს შეეპარება ეჭვი ცდის ასეთ შედეგში. შედარებით ნაკლებად გარკვეულია ცდა, რომელიც შედგება იმის გარკვევაში , თუ ვინ აღმოჩნდება პირველი შემხვედრი - მემარჯვენე თუ ცაცია. აქაც, თითქმის ორჭოფობის გარეშე შეგვიძლია ვიწინასწარმეტყველოდ ცდის შედეგი, თუმცა კი ეჭვი, რომ ასეთი შედეგი მართლაც დადგა გაცილებით უფრო მაღალია, ვიდრე პირველ მაგალითში. 
რთულია ასევე ვიწინასწარმეტყველოთ, ვინ იქნება პირველი შემხვედრი ადამიანი ქალაქში - ქალი თუ კაცი, მაგრამ ამ ცდას მაინც უფრო ნაკლები გაურკვევლობაა აქვს, ვიდრე იმ ცდას, რომლითაც უნდა დავადგინოთ სრულიად უცნობ 20 კაციან ჯგუფში კუნ-ფუს ტურნირის გამარჯვებული, ანაც ლატარიის ბილეთის ის ნომერი, რომელიც მოიგებს დიდ პრიზს. თუ, ვთქვათ, ვიწინასწარმეტყველეთ, რომ ქუჩაში პირველი შემხვედრი კაცია,  ჩვენ მაინც გვაქვს იმედი, რომ გამოვიცნობთ, მაგრამ ნაკლებად სავარაუდოა, რომ ვინმე გაბედავს, იმის პროგნოზს, თუ რომელი ლატარიის ბილეთი მოიგებს, არაც იმა თუ ვინ გაიმარჯვებს კუნ-ფუში.  
პრაქტიკაში მნიშვნელოვანია ის, რომ შესაძლებელია რიცხობრივად შევფასოთ გაურკვევლობის ხარისხის სხვადასხვა ცდებისა, რათა გვქონდეს შესაძლებლობა, შევადაროთ ისინი ამ მხრივ (გაურკვევლობის ხარისხები). 



















განვიხილოთ ცდები, რომელთაც აქვთ k თანაბრად შესაძლებელი შედეგი.  ცხადია, რომ ყოველი ასეთი ცდის გაურკვევლობის ხარისხი განისაზღვრება რიცხვით k : თუ k = 1, ცდის შედეგი არ არის შემთხვევითი, და  დიდი k -სთვის, პროგნოზირება რთულდება. აქედან გამომდინარე, ნათელია, რომ გაურკვევლობის სასურველი რიცხვითი მახასიათებელი  უნდა იყოს დამოკიდებული k -ზე, ანუ უნდა იუოს ფუნქცია f (k),  ამასთან, k = 1 -სთვის, ეს ფუნქცია უნდა ხდება ნულის ტოლი (ვინაიდან ამ შემთხვევაში სრულიად არ გვაქვს გაურკვევლობა), და უნდა გაიზარდოს k არგუმენტის ზრდასთან ერთად.
f (k) ფუნქციის უფრო სრულყოფილი განსაზღვრისათვის აუცილებელია   დამატებითი მოთხოვნების შესრულება. განვიხილოთ ორი დამოუკიდებელი ექსპერიმენტი (ცდა)  და  (ე.ი.ისეთი ორი ცდა, რომ პირველ ცდაში მიღებული შედეგი არანაირად არ ახდენს ზეგავლებას მეორე ცდის რაიმე შედეგის, ხდომილობის დადგომის ალბათობაზე ). ვთქვათ  ცდას გააჩნია k თანაბარ ალბათური ხდომილობა (შედეგი), ხოლო  ცდას აქვს  თანაბარალბათური ხდომილობა.  განვიხილოთ ისეთი რთული ცდა , რომელიც გულისხმობს და  ცდების ერთდროულ შესრულებას. ცხადია, რომ გაურკვევლობა ცდისა მეტი  ცდის გაურკვევლობაზე, რადგანაც ამ შემთხვევაში   ცდის გაურკვეობლოას ემატება  ცდის გაურკვევლობაც. ბუნებრივია ვიფიქროთ, რომ ცდის გაურკვევლობის ხარისხის ტოლია და  ცდების გაურკვევლობის ხარისხების ჯამისა.  და რადგანაც  ცდას გააჩნია რაოდენობა თანაბარალბათური ხდომილობებისგან, ჩვენ ვასკვნით, რომ  ფუნქციას უნდა ჰქონდეს პირობა:












ამ უკანასკნელი პირობიდან გამომდინარე, გვიბიძგებს იმისკენ, რომ მივიღოთ რაიმე ცდის ( რომელსაც  k თანაბარ ალბათური ხდომილობა გააჩნია) კონკრეტული ხდომილოს გაურკვევლობის ხარისხის ზომად მივიღოთ რიცხვი , რადგანაც    . ასეთნაირად განსაზღვრული გაირკვევლობის ზომა თანხმობაშია იმ პირობასთანა, რომლის თანახმად -სთვის არავითარი გაურკვევლობა არა გვაქვს, ანუ გაურკვევლობის ზომის მნიშვნელობა ნულის ტოლია.  და ამასთან -ს ზრდასთან ერთად ის იზრდება. დაამტკიცეთ, რომ ლოგარითმული ფუნქცია ერთადერთი ფუნქციაა, რომელიც აკმაყოფილებს პირობებს -  , და როცა  .

შევნიშნოთ, რომ ლოგარითმის ფუძის შერჩევა აქ არაა არსებითი, რადგანაც ცნობილია ფორმულა, თუ როგორ გადავიდეთ ლოგარითმის ერთი ფუძიდან მეორეში:


  . ანუ ამ შემთხვევაში გაურკვევლობის ხარისხის ზომის ერთეულის შეცვლისას, საკმარისია მამრავლის ე.წ. გადასვლის მოდულის განსაზღვრა:   . 



კონკრეტულ შემთხვევებში და უმეტესად, გამოიყენება ლოგარითმის ფუძედ - ორი (ანუ , რაც ნიშნავს იმას, რომ გაურკვევლობის ხარისხის ზომის ერთეულად აღებულია ის გაურკვევლობა, რომელიც ახასიათებს, ცდას ორი თანაბარი ალბათური ხდომილებით. გაურკვევლობის ზომის ასეთ ერთეულს ორობითი ერთეული ეწოდება, ანუ ბიტი (bit ეს არის binary digit - ორობითი ციფრის შემოკლება) . შემდგომში თუ ჩავწერთ  მაშინ ვიგულისხმებთ, რომ იგი -ის ტოლია.


თუ კი გვაქვს ცდა ხდომილობებით, რომლებიც თანაბარალბათური არიან, მაშინ მისი ალბათობების ცხრილი შეიძლება ასეთნაირად ჩავწეროთ:

	ხდომილობები
	

	

	

	....
	


	ალბათობები
	

	

	

	
	






რადგანაც ზოგადი გაურკვევლობა ამ ცდასთან დაკავშირებით არის  , მაშინ თითოეული ხდომილობის გაურკვევლობა, რომელსაც   ალბათობა გააჩნია, ტოლი იქნება (k-ჯერ ნაკლები)  



=                                                             (1) 
 ასეთნაირადვე მივუდგედ ცდას, რომლის ხდომილობებსაც სხვადასხვა ალბათობები გააჩნიათ და მათი ალბათობების განაწილება ვთქვათ არის:



	ხდომილობები
	

	

	


	ალბათობები
	

	

	













მაშინ (1)-ის გათვალისწინებით თვითოეული ,, ხდომილობების გაურკვევლობის რაოდენობა, შესაბამისად ტოლია: ,  , , ასე, რომ საერთო გაურკვევლობა გამოითვლება, ასეთნაირად: 




,

განვაზოგადოთ ეს მიდგომა და თუ კი გვაქვს ცდა მისი ხდომილობების ალბათობების  ცხრილით:

	ხდომილობები
	

	

	

	....
	


	ალბათობები
	

	

	

	
	




მისი გაურკვევლობის ზომა ტოლია:  


        (2)
 



(2) სიდიდეს ვუწოდოთ ცდის ენტროპია - ანუ  ცდის გაურკვევლობის ზომა, რაოდენობა. 

ენტროპიის თვისებები
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